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Abstract

The development of a class of low-diffusion upwinding methods for computing dense gas–solid flows is presented in

this work. An artificial compressibility/low-Mach preconditioning strategy is developed for a hyperbolic two-phase flow

equation system consisting of separate solids and gas momentum and continuity equations. The eigenvalues of this

system are used to devise extensions of the AUSM+ [1] and LDFSS [2] flux-splitting methods that provide high res-

olution capturing of bubble growth and collapse in gas–solid fluidized beds. Applications to several problems in flu-

idization are presented.

� 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Fluidized bed reactors are prevalent in many industrial settings, and an accurate prediction of their
response under different operating conditions has been a goal in multi-phase computational fluid dynamics

for many years [3–10]. Pioneering works, such as that of Gidaspow and co-workers ([3], and references cited

within), utilized classical pressure-based methods combined with somewhat diffusive upwind or hybrid

schemes to compute many problems of technical interest. Sophisticated closures for solids viscosity and

solids pressure (which acts to prevent solids compaction to zero voidage) were later introduced [4,5], with a

view toward improving predictions with experimental data. Such data are invariably three-dimensional,

with wall effects and multi-port injection of gas and solids all contributing to the gas–solid mixing patterns,

but many pioneering contributions idealized the process by assuming either two-dimensionality or axi-
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symmetry. Approaching the literature from a different perspective, one is left wondering whether such

sophisticated closures are actually necessary if one utilizes high-resolution numerical schemes on well-re-

solved, three-dimensional domains with proper treatment of geometrical effects.

The present work is designed to progress toward this ‘‘large-eddy simulation’’ level of modeling of flu-

idized-bed reactor physics. The first step, presented in this paper, involves the development of high-reso-

lution methods for the computation of dense gas–solid flows. The approach differs from those in [6–10] in

that the techniques are developed within an overall framework of time-derivative preconditioning, which

enables strong coupling of the governing equations and a reconciliation of widely differing characteristic
speeds within the system. Attention is focused on the hyperbolic two-fluid model of Gidaspow [3], specialized

for incompressible gas–solid flows and augmented by the addition of a solids pressure model proposed by

Boivin et al. [10] With this basis, preconditioning techniques for solving the equation system for incom-

pressible solids- and gas-phases are developed. The resulting eigenvalues are used to define extensions of the

AUSM+ [1] and LDFSS [2] low-diffusion upwind schemes suitable for high-resolution simulations of flu-

idized-bed phenomena. Applications to several problems in fluidization conclude the paper.

2. Governing equations

The developments outlined herein are based on Gidaspow�s hydrodynamics model B [3], a gas–solids

model that is rendered hyperbolic by concentrating gas pressure effects solely within the gas-phase and

solids pressure effects within the solids-phase. Here, we modify Gidaspow�s model by assuming an in-
compressible gas-phase; the time matrix for this system is not invertible, and as such, the pressure cannot be

updated directly. The preconditioning strategy discussed later circumvents this difficulty. The governing

equations are written as

oU
ot

þ oF
ox

þ oG
oy

¼ S; ð1Þ

where

U ¼

ag
agug
agvg
as

asus
asvs

2
666666664

3
777777775
; F ¼

agug
agu2g þ pg=qg

agugvg
asus

asu2s þ ps=qs
asusvs

2
666666664

3
777777775
;

G ¼

agvg
agvgug

agv2g þ pg=qg
asvs

asvsus
asv2s þ ps=qs

2
666666664

3
777777775
; S ¼

0

Cðug � usÞ=qg
g þ Cðvg � vsÞ=qg

0

�Cðug � usÞ=qs
ð1� qg=qsÞasg � Cðvg � vsÞ=qs

2
666666664

3
777777775
; ð2Þ

In this, ag is the gas-phase void fraction, as ¼ 1� ag is the solids-phase void fraction, us; ug; vs; vg are the
solids- and gas-phase velocities, and g is acceleration due to gravity. The gas-phase intrinsic density qg and
the solids-phase intrinsic density qs are assumed constant. The function C scales the momentum exchange
terms and is defined as follows:
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C ¼ 150
as
ag

� �2 l
d2p

þ 1:75qg
as
ag

� �
j~VVg � ~VVsj

dp
; ag < 0:8 ð3Þ

and

C ¼ 0:75CD

asqgj~VVg � ~VVsja�2:65
g

dp
; ag > 0:8: ð4Þ

In the preceding expressions, l is the gas viscosity (assumed constant), dp is the particle diameter, and CD is
the drag coefficient. The form for the solids pressure is taken from Boivin et al. [10]:

ps ¼ qsCs as

	
þ 2as;max ln 1

�
� as

as;max

�
� asas;max

as � as;max



; ð5Þ

where as;max is the solids void fraction at maximum compaction (taken as 0.64) and Cs is a scaling constant
(taken as 0.02 for most calculations). A solids ‘‘sound speed’’ can be defined through the relation

qsa
2
s ¼

ops
oas

¼ qsCs
as

as � as;max

� �2
: ð6Þ

The solids sound speed ranges from zero at zero solids voidage to infinity at maximum compaction and varies

as the square of the solids voidage in the dilute limit of as ! 0. It is noted that this two-fluid model has a

conservative form, meaning that shock solutions may be easily and uniquely defined. Furthermore, the form

chosen for the solids pressure ensures that the maximum principle for the void fraction [9,10] is satisfied.

3. Time-derivative preconditioning

To enable time evolution of this system, artificial time derivatives of gas and solids pressure are added to

the continuity and momentum equations. The modified equation system can be expressed as

P
oV
ot

þ oF
ox

þ oG
oy

¼ S; ð7Þ

where the vector V ¼ ½pg; ug; vg; as; us; vs	 and the preconditioning matrix P is

P ¼

1

~qqb2g
0 0 �1 0 0

ug
~qqb2g

ag 0 �ug 0 0
vg
~qqb2g

0 ag �vg 0 0

0 0 0 1þ qsa
2
s

�qq hs 0 0

0 0 0 us 1þ qsa
2
s

�qq hs
� �

as 0

0 0 0 vs 1þ qsa
2
s

�qq hs
� �

0 as

2
666666666664

3
777777777775
: ð8Þ

In this, bg is a reference velocity for the gas-phase, hs is a scaling parameter, defined as hs ¼ ð1=b2s Þ � ð1=a2s Þ,
and bs is a reference velocity for the solids-phase. The quantities ~qq and �qq are reference densities. Precise

forms for all of these will be defined later. The eigenvalues of P�1A, where A ¼ ðoF =oV Þ are

ug;
1

2
ug

 



ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2g þ 4

~qq
qg

b2g

s !
; us;

1

2
ð1
	

þM2
refÞus 


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2s ð1�M2

refÞ
2 þ 4a2sM

2
ref

q 

; ð9Þ
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where

1

M2
ref

¼ 1þ qs
�qq
1�M2

s

M2
s

; ð10Þ

M2
s ¼ b2s

a2s
: ð11Þ

It is of note that the eigenvalues corresponding to the gas-phase are identical with those obtained for

Chorin�s artificial compressibility method, with an effective reference velocity of ðð~qq=qgÞb2gÞ
1=2
. The eigen-

values corresponding to the solids-phase are identical to those typically resulting from preconditioning

matrices of the forms proposed by Turkel [11], Choi and Merkle [12], and Weiss and Smith [13], among

others, with a specially defined reference Mach number given by (10).

The choice of the reference velocities bg and bs and the reference densities ~qq and �qq can have profound
effects on the accuracy and efficiency of schemes designed to solve the gas–solid system described above.
The following choices for bg and bs are used in this work:

b2g ¼ maxðu2g þ v2g;U
2
ref;gÞ; ð12Þ

b2s ¼ minða2s ;maxðu2s þ v2s ;U
2
ref ;sÞÞ; ð13Þ

with Uref ;g and Uref ;s both set to user-specified constants. The forms for bg and bs are consistent with the
assumption of an incompressible gas-phase and a ‘‘compressible’’ solids-phase, in the sense that the solids-
phase canbecomemore dense or dilute as conditions change. Thepreconditioning strategy for the solids-phase

replaces the solids sound speed by a quantity proportional to bs as the degree of compaction increases. In
contrast, a ‘‘supersonic flow’’ situationmay prevail for dilute gas–solid flows, as the solids-phase velocity may

be much higher than the solids sound speed.

The choice of reference densities ~qq and �qq is less obvious. The selections ~qq ¼ qg and �qq ¼ qs render the
eigenvalues independent of the density but result in excessively diffuse solutions that do not fluidize at the

right conditions for the schemes discussed later. Better choices include ~qq ¼ �qq ¼ qgag þ qsas � qb, the bulk
density, and ~qq ¼ qb, �qq ¼ qs. The latter choice renders the solids-phase eigenvalues independent of density,
while the former means that the bulk continuity equation evolves according to

1

qb

1

b2g

opg
ot

 
þ hs

ops
ot

!
þ o

ox
ðagug þ asusÞ þ

o

oy
ðagvg þ asvsÞ ¼ 0: ð14Þ

Both choices imply that numerical formulations discussed next will be phase-coupled through the eigen-

values.

4. Flux-splitting schemes

For many two-phase and multi-phase equation systems, determining the characteristic speeds alone is a

difficult task, even if the system is constructed so that real eigenvalues result. Determining the associated

eigenvectors is an even more time-consuming task. This complexity increases if time-derivative precondi-

tioning techniques need to be introduced to avoid excessive numerical stiffness. It may be of use, therefore,
to consider schemes that do not depend on the details of the eigenstructure to a large extent. Examples of

such schemes are the Lax–Friedrichs method, which is rather dissipative, and such low-diffusion methods as

AUSM+ [1] and LDFSS [2].
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Earlier works [1,2] have detailed the development of AUSM+ and LDFSS, both of which combine the

the robustness and simplicity of flux-vector splitting methods with the accuracy of flux-difference splitting

methods. General procedures for extending these methods to low-Mach gas-phase flows have been pre-

sented in [14] and extensions suitable for real fluids undergoing equilibrium phase transitions have been

presented in [15]. AUSM-type methods for computing separated two-phase flows are known to be under

development by several groups [16–18]. These techniques tend to differ quite widely in their construction.

The work of [18] is the closest to the present study but differs in the choice of preconditioning strategy and

the use of the low-Mach extensions of [14], which may not be as suited for general fluids.
The present work presents extensions of AUSM+ and LDFSS for the gas–solid system discussed above.

The formulation follows from the low-Mach and real-fluid extensions of [14,15].

The interface flux vector F in (7) is split into phasic contributions Fg þ Fs as follows:

F ¼

agug
agu2g þ pg=qg

agugvg
0

0

0

2
6666664

3
7777775
þ

0

0

0

asus
asu2s þ ps=qs

asusvs

2
6666664

3
7777775
: ð15Þ

Each phasic contribution Fk (k¼ gas or solids), evaluated at a cell interface, is then further split into

convective and pressure contributions Fk;1=2 ¼ F c
k;1=2 þ F p

k;1=2, which are discretized separately in the fol-

lowing manner:

F c
k;1=2 ¼ Uþ

k

ak

akuk
akvk

2
4

3
5
L

þ U�
k

ak

akuk
akvk

2
4

3
5
R

ð16Þ

and

F p

k;1=2 ¼
0

pk;1=2=qk

0

2
4

3
5: ð17Þ

Differences between LDFSS and AUSM+ relate to the chosen functional forms for U

k and pk;1=2. Both,

however, are grounded in the concept of a ‘‘numerical speed of sound’’ [19] that facilitates the shift from a

discretization suitable for strongly compressible flows to one suitable for incompressible flows. Two nu-
merical sound speeds, each associated with a particular phase and developed from the acoustic eigenvalues,

are defined as follows:

~aag;1=2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2g þ 4

qb
qg

b2g

r !
1=2

; ð18Þ

~aas;1=2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2s ð1�M2

refÞ
2 þ 4a2sM

2
ref

q
1þM2

ref

0
@

1
A

1=2

: ð19Þ

Quantities appearing in (18) and (19) are defined in Sections 3 and 4 and are arithmetically averaged to the

cell interface. Other quantities needed in the LDFSS and AUSM+ formulations are phasic Mach numbers
at left (L) and right (R) states
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Mk;L=R ¼ uk;L=R
~aak;1=2

; ð20Þ

and polynomials in Mach number [1]:

M

ð1Þ;k ¼

1

2
ðMk 
 jMkjÞ; ð21Þ

M

ð2Þ;k ¼


 1
4
ðMk 
 1Þ2; jMkj < 1;

M

ð1Þ;k otherwise;

(
ð22Þ

M

ð4Þ;k ¼


 1
4
ðMk 
 1Þ2 
 1

8
ðM2

k � 1Þ2; jMkj < 1;

M

ð1Þ;k otherwise:

(
ð23Þ

The numerals in the subscripts of M indicate the degree of the polynomials.

From this, U

k is defined for LDFSS as

Uþ
k ¼ ~aak;1=2 Mþ

ð2Þ;k;L

�
�Mþ

1=2

�
; ð24Þ

U�
k ¼ ~aak;1=2 M�

ð2Þ;k;R

�
þM�

1=2

�
; ð25Þ

where

Mþ
1=2 ¼ M1=2 1

 
� Dpk þ jDpkj
2qkak;LV 2

ref ;1=2

!
; ð26Þ

M�
1=2 ¼ M1=2 1

 
þ Dpk � jDpkj
2qkak;RV 2

ref ;1=2

!
ð27Þ

and

Dpk ¼ pk;L � pk;R: ð28Þ

The notation Mþ
ð2Þ;k;L (for example) indicates the evaluation of the polynomial (22) using the phasic Mach

number Mk at the left state. The function M1=2 is given as

M1=2 ¼
1

4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2
ðM2

k;L þM2
k;RÞ

r"
� 1

#2
ð29Þ

if both jMk;Lj < 1 and jMk;Rj < 1 and is zero otherwise. The function V 2
ref is equal to b2gðqb=qgÞ for the gas-

phase and M2
refa

2
s for the solids-phase. As discussed in [14,15], the part of U



k that is proportional to the

pressure difference Dpk (the ‘‘pressure diffusion’’ term) provides the necessary pressure–velocity coupling at
very low speeds and facilitates monotone resolution of non-grid aligned discontinuities at higher speeds. The

particular form is a modification of that presented in [2], following scaling arguments introduced in [15].

For AUSM+, U

k is defined as

Uþ
k ¼ ~aak;1=2 maxð0;Mþ

ð4Þ;k;L

 
þM�

ð4Þ;k;RÞ þ
1�M2

ref

4
M1=2

Dpk
qkak;LV 2

ref ;1=2

!
; ð30Þ
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U�
k ¼ ~aak;1=2 minð0;Mþ

ð4Þ;k;L

 
þM�

ð4Þ;k;RÞ þ
1�M2

ref

4
M1=2

Dpk
qkak;RV 2

ref;1=2

!
; ð31Þ

where

M1=2 ¼ Mþ
ð4Þ;k;L �Mþ

ð1Þ;k;L �M�
ð4Þ;k;R þM�

ð1Þ;k;R ð32Þ

and all other quantities are as defined above for LDFSS. The multiplication of the pressure diffusion term

by 1�M2
ref serves to switch this term off whenever the local Mach number exceeds unity. For the in-

compressible gas-phase, the physical sound speed is assumed to approach infinity and Mref is set to zero.

The proper choice of pressure splitting is a subject of current debate. Earlier works [14,15] have shown

that the original Van Leer/Liou-type polynomial splittings lead to unphysical sources of numerical diffusion
for low-Mach flows and can lead to scaling problems for real fluid flows. Modifications designed to prevent

such adverse behavior have been proposed in [14,15] but all leave something to be desired. In this work, a

more complete form for a general pressure splitting is presented and tested.

As a starting point, a general Van Leer/Liou-type polynomial splitting is defined for phase k as

pk;1=2 ¼ Pþ
ðmÞ;k;Lpk;L þP�

ðmÞ;k;Rpk;R; ð33Þ

where m ¼ 1; 3, or 5 corresponds to polynomials of different degrees, defined as follows:

P

ð1Þ;k ¼

1
2
ð1
MkÞ; jMkj < 1
1
Mk

M

ð1Þ;k otherwise;

�
ð34Þ

P

ð3Þ;k ¼

M

ð2Þ;kð
2�MkÞ; jMkj < 1

1
~MMk
M


ð1Þ;k otherwise;

(
ð35Þ

P

ð5Þ;k ¼

M

ð2Þ;k½ð
2�MkÞ

�3MkM
�
ð2Þ;k	; jMkj < 1

1
~MMk
M


ð1Þ;k otherwise:

8><
>: ð36Þ

Eq. (33) can be rewritten without approximation as

pk;1=2 ¼
1

2
Pþ

ðmÞ;k;L

�
�P�

ðmÞ;k;R

�
ðpk;L � pk;RÞ þ

1

2
ðpk;L þ pk;RÞðPþ

ðmÞ;k;L þP�
ðmÞ;k;RÞ ð37Þ

which can be further separated into cell-average plus diffusive components

pk;1=2 ¼
1

2
ðpk;L þ pk;RÞ þ

1

2
Pþ

ðmÞ;k;L

�
�P�

ðmÞ;k;R

�
ðpk;L � pk;RÞ þ

1

2
ðpk;L þ pk;RÞ Pþ

ðmÞ;k;L

�
þP�

ðmÞ;k;R � 1
�
:

ð38Þ

The third term on the right-hand side of (38) is the major problem, in that when the polynomials are

evaluated using the phasic Mach numbers, the term may be excessively large for low-Mach flows. A better

scaling, one also valid for real fluids, is found by replacing ð1=2Þðpk;L þ pk;RÞ in this term by qk~aa
2
k;1=2. The

final form of the new pressure splitting is thus

pk;1=2 ¼
1

2
ðpk;L þ pk;RÞ þ

1

2
Pþ

ðmÞ;k;L

�
�P�

ðmÞ;k;R

�
ðpk;L � pk;RÞ þ qk~aa

2
k;1=2 Pþ

ðmÞ;k;L

�
þP�

ðmÞ;k;R � 1
�
: ð39Þ
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This modification ensures that the second diffusive term will scale as the velocity magnitude as the Mach

number becomes small. The new splitting represents an improvement over the linearized splittings pre-

sented in [15] in that the proper response at sonic transitions is ensured. One also can replace the cell-

average pressure by qkV
2
ref;1=2. At low Mach numbers, this will be less dissipative than the choice qk~aa

2
k;1=2. The

results presented in this paper use (39) exclusively, but there are indications that the choice qkV
2
ref;1=2 may be

better overall.

The current implementation for LDFSS uses the first-degree polynomialsP

ð1Þ;k exclusively. The AUSM+

implementation tests all three polynomial forms.

5. Time integration

The schemes outlined in the previous section have been implemented into a code for solving time-de-

pendent gas–solid flows. A dual time-stepping method is used to solve the following semi-discrete repre-

sentation of (7)

P
Ds

oV
oW

�
þ 1

Dt
oU
oW

þ oR

oW

�
dW nþ1;mþ1 ¼ � 1

Dt
ðUnþ1;m

�
� UnÞ þ Rnþ1;m

�
; ð40Þ

W nþ1;m ¼ W n;m þ dW nþ1;mþ1: ð41Þ

In this, R is the steady-state residual, oR=oW is the associated Jacobian matrix, m is a subiteration index, n
is the physical time index, Ds is a local time step, Dt is the physical time step, and W ¼ ½pg; agug;
agvg; as; asus; asvs	. This choice of solution vector was found to be more stable than V given above.

Jacobian matrix entries corresponding to the convective terms in R are approximated as follows:

oFiþ1=2
Wiþ1=2

dWiþ1=2 ¼
1

2

oF
oW

ji
	

þ Kiþ1=2 P
oV
oW

� �
i



dWi þ

1

2

oF
oW

jiþ1
	

� Kiþ1=2 P
oV
oW

� �
iþ1



dWiþ1 ð42Þ

with

K ¼ diag½max jkgj;max jkgj;max jkgj;max jksj;max jksj;max jksj	: ð43Þ

This can be seen as a linearization of a modified Lax–Friedrichs flux for the preconditioned system, con-

structed so that the gas- and solids-phase components are each scaled by the corresponding maximum (in

magnitude) eigenvalue. While not ideal, this approach provides a robust ‘‘driver’’ for the dual-time stepping

algorithm. The linear system is approximately factored using an incomplete LU decomposition strategy at
each physical time step. The factorization is stored over the duration of the subiterations to reduce CPU

requirements. Typically, 25 to 35 subiterations are required to reduce the residual norm for the solids

continuity equation one to two orders of magnitude.

6. Results

In this section, the methods outlined earlier are tested for several problems in fluidization. The first two
problems, compaction of a solids bed and bubble formation within a two-dimensional fluidized bed, are

chosen to test basic attributes of the numerical schemes. The remaining problems, bubble formation within

a three-dimensional fluidized bed and gas–solid flow within the riser section of a circulating fluidized bed,

are designed to evaluate the performance of the methods for more complicated situations.
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6.1. Two-dimensional simulations

For the two-dimensional simulations, a rectangular 0:39 0:58 m2 domain containing 65 65 mesh

points is used for most calculations. Results from one calculation performed on a 129 129 grid are also

presented. Nominal initial conditions are as follows:

06 z6 hbed; ag ¼ 0:44;

06 x6 0:39; as ¼ 0:56;

ug ¼ 0;

agvg ¼ 0:28 m=s;

us ¼ 0;

vs ¼ 0;

pg ¼ p1 þ qsasgðhbed � zÞ;

hbed < z < 0:58; ag ¼ 0:999;

06 x6 0:39; as ¼ 0:001;

ug ¼ 0;

agvg ¼ 0:28 m=s;

us ¼ 0;

vs ¼ 0;

pg ¼ p1:

Other necessary parameters are chosen as follows: dp (particle diameter)¼ 500 lm, qs ¼ 2660 kg=m3;
qg ¼ 1:235 kg=m3; l ¼ 20 10�6 kg/(m s), p1 ¼ 101,000 Pa. For these conditions, a minimum fluidization

velocity of umf ¼ 0:64 m/s is obtained [3], as is a minimum superficial fluidization velocity of agumf ¼ 0:28
m/s. Nominal boundary conditions are as follows:

0 < z < 0:58; as extrapolated from interior;

x ¼ 0; x ¼ 0:39; pg extrapolated from interior;

ug ¼ 0;

vg extrapolated from interior;

us ¼ 0;

vs extrapolated from interior;

0 < x < 0:39; as extrapolated from interior;

z ¼ 0; pg extrapolated from interior;

ug ¼ 0;

agvg ¼ 0:28 m=s;

us extrapolated from interior;

vs ¼ 0;
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0 < x < 0:39; as extrapolated from interior;

z ¼ 0:58; pg ¼ p1
ug extrapolated from interior;

vg extrapolated from interior;

us extrapolated from interior;

vs ¼ 0:

These boundary conditions are applied at a cell interface using an array of ghost cells placed outside the

physical domain. The exception is the gas pressure at the inflow (z ¼ 0) boundary. Here, it is necessary to
linearly extrapolate the gas pressure to the ghost cell to preserve the proper pressure–height relation.

The schemes are extended to second-order accuracy using standard slope-limiting procedures applied to

the primitive variable vector V . Van Leer and Superbee limiters are used in the two-dimensional results that
follow. The two-dimensional simulations are advanced in time using a fixed time step of 1 10�4 s, with 25

subiterations performed per time step. Larger numbers of subiterations changed the results only minimally.

Attention is focused primarily on the LDFSS implementation, with baseline parameters of

Uref;g ¼ Uref ;s ¼ 5 m/s, Cs ¼ 0:02; ~qq ¼ �qq ¼ qb. The baseline implementation also uses theP


ð1Þ;k polynomials

and the Van Leer limiter. Selected calculations employ the AUSM+ extension.

6.1.1. Two-dimensional solids compaction

Fig. 1 displays results from a simulation of solids compaction in the bed (65 65 mesh) using the

baseline LDFSS implementation with differing values of Cs. For this simulation, hbed is taken as 0.41m and
the inflow superficial velocity is set to zero. The initial solids distribution thus moves downward under the

influence of gravity until a balance between gas pressure, solids pressure, and gravitational force is

achieved. The voidage pattern shown at the end of the simulation (15,000 iterations) is nominally steady,

though some low-frequency oscillations still persist. The figure indicates that near maximum compaction is

achieved at the bottom of the bed for low values of Cs. Decreases in Cs result in the sharpening of the final
voidage profile.

Fig. 1. Final voidage pattern for simulation of bed compaction.
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6.1.2. Jet-induced bubble formation in a fluidized bed (2-D)

The next section of this paper discusses the performance of the developed techniques for the problem of

jet-induced bubble formation in a minimally fluidized bed with hbed equal to 0.29 m. This case has been
studied by several authors under different conditions [6,20]. In the present work, a two-dimensional jet of

width 0.015 m and superficial velocity 5.2 m/s is centrally located at the bottom of the bed and is intro-

duced into the minimally fluidized bed at time t ¼ 0. The jet induces the formation of several bubbles, which

rise, deform, and collapse after reaching the surface. The results that follow present snapshots of the solids

voidage at times t ¼ 0:3, t ¼ 0:54, and t ¼ 0:85 s.
Fig. 2 compares baseline LDFSS results obtained on the 65 65 mesh with those obtained on the

129 129 mesh. The time step is halved for the calculation on the finer mesh to maintain the same CFL

number. The top graph shows only the contour corresponding to a median ‘‘bubble edge’’ of as ¼ 0:3. The
effects of mesh refinement are to sharpen the distinction between densely packed regions and more dilute

regions, thus revealing more fine-scale structure, but otherwise, the time evolution is similar to the coarse-

mesh results. The reader may compare the results that follow to the presumably more accurate calculations

on the refined mesh to obtain an indication of the effects of the different parameter variations.

The calculations that follow utilize the 65 65 mesh exclusively. The effect of modifying Uref ;g and Uref;s

on the baseline LDFSS implementation on the 65 65 mesh is shown in Fig. 3. The reference velocities are

set equal to one another and are varied from the baseline value of 5.0 m/s as shown. The reference solution

is initially symmetric, but develops an asymmetry around t ¼ 0:54 s which becomes more pronounced

during the bubble collapse/solids spouting stage at t ¼ 0:85 s. As the reference velocity is decreased, the

computed bubbles become more rounded and are generally larger, and the solution retains its symmetry for

longer periods of time. It is seen that the time evolution of the fluidized bed is altered for the lowest ref-

erence velocity. This may imply that the number of subiterations used (25) is insufficient to preserve proper

time-accuracy for this choice of reference velocity.
Fig. 4 illustrates the effect of the choice of Cs on the baseline LDFSS solutions. This constant scales the

solids sound speed and higher values imply that the solids-phase will respond in a more elliptic manner. In

this figure and the next two, only the contour corresponding to a median ‘‘bubble edge’’ of as ¼ 0:3 is
shown for reasons of clarity and brevity. As shown, the choice of Cs ¼ 0:1 results in minimal bubble

Fig. 2. Effect of mesh refinement on fluidized-bed response.
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growth. The lowering of Cs from the baseline value of 0.02 to 0.01 results in slightly larger bubbles and a

more symmetric breakdown pattern.

The effect of the spatial accuracy of the LDFSS solution is shown in Fig. 5. The first-order solution

maintains symmetry, but the generated bubbles are overly pointed at the centerline. As discussed in [6,21],

this response is typical of first-order upwind methods applied to this problem and can be traced to excessive

numerical diffusion in the solids momentum equation. Still, the first-order results presented here are no-

Fig. 3. Effect of reference velocity on fluidized-bed response.

t=0.3 s t=0.54 s t=0.85 s

Cs = 0.01

Cs = 0.02

Cs = 0.1

Fig. 4. Effect of Cs on fluidized-bed response (contour level corresponding to as ¼ 0:3).
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ticeably better than the first-order solutions of [6]. The extension to second-order accuracy results in more

rounded bubbles and a rapid breakdown to a non-symmetric, rather chaotic bubbling bed. The use of the

Superbee limiter seems to accelerate the breakdown of the symmetric structure and results in generally more

rounded bubbles.
Fig. 6 illustrates the effect of the choice of the reference densities ~qq and �qq on the fluidized-bed response.

As discussed earlier, the choices of ~qq ¼ qg and �qq ¼ qs (Case A) render the eigenvalues independent of the

Fig. 5. Effect of spatial accuracy on fluidized-bed response (contour level corresponding to as ¼ 0:3).

Fig. 6. Effect of reference density choice on fluidized-bed response (case A: qRG ¼ qg, qRS ¼ qs; case B: qRG ¼ qb, qRS ¼ qs; contour
level corresponding to as ¼ 0:3).
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density. This prediction is different from the others in that the bed expands more with gas injection. The

predicted bubble shapes are more rounded and the solution maintains its symmetry reasonably well. The

choices of ~qq ¼ qb and �qq ¼ qg (Case B) result in predictions very similar to the baseline case. While

the results for Case A appear promising at first glance, these choices do not respond as well in other tests.

Fig. 7 displays results from a simulation in which the inflow superficial velocity is increased to two times the

minimum fluidization velocity in the absence of the centerline jet. The expected result is a transient ex-
pansion of the fluidized bed to a new position. As predicted by the baseline formulation, this expansion is

accompanied by transient bubble formation and collapse, and the position of the gas–solid interface

Fig. 7. Effect of reference density choice on 1-D fluidized-bed response (Case A: qRG ¼ qg, qRS ¼ qs).

Fig. 8. Effect of pressure splitting on fluidized-bed response (AUSM+).
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eventually oscillates about z ¼ 0:4 m. Nevertheless, solids mass conservation is excellent (less than 0.2%
mass loss/gain). In contrast, the choices of Case A result in an unphysical inversion of the bed, with a solids

mass loss of 28%. The reasons for the failure of the more natural choices of ~qq ¼ qg and �qq ¼ qs to provide a
proper response are not completely clear, but it is noteworthy that the gas-phase pressure diffusion terms in

(26) and (27) are nearly fifty times larger for the Case A choices than for the baseline values.

Some results from the AUSM+ extension are shown in Fig. 8 for the same parameters as used in the

baseline LDFSS scheme. Comparing Fig. 8 with Fig. 3, it can be seen that the predictions of AUSM+ are

generally similar to those of LDFSS, though AUSM+ seems to capture some fine-scale features more
sharply. One reason for this may be the inclusion of an additional diffusion mechanism, scaled by the

absolute value of the interface pressure difference, in LDFSS. As discussed in [2], this term acts to suppress

the ‘‘carbuncle’’ phenomenon often noted in supersonic blunt-body flows, but its utility in very low-speed

calculations is questionable. Fig. 8 also shows that the effects of higher-degree pressure splittings on the

AUSM+ predictions are minimal, though some evidence of increased numerical diffusion with the use of

the higher-degree splittings is present in the form of slightly reduced bubble sizes.

6.2. Three-dimensional simulations

The remaining test cases focus on three-dimensional applications of the baseline LDFSS gas–solid al-

gorithm (Cs ¼ 0:02, Van Leer limiter). The three-dimensional algorithm is developed as a straightforward

extension of the two-dimensional schemes and is parallelized for use on the North Carolina Supercom-
puting Center�s IBM-SP2 using a MPI message-passing/domain-decomposition strategy.

6.2.1. Jet-induced bubble formation in a fluidized bed (3-D)

Parameters for simulation of three-dimensional bubble formation in a fluidized bed are the same as those
listed above except for the following: dp (particle diameter)¼ 800 lm, qs ¼ 2420 kg=m3. The geometry is a

0:39 0:39 0:58 m3 rectangular box containing 65 65 65 grid points, uniformly spaced in each di-

rection. Nominal initial and boundary conditions are the same as mentioned earlier, except for the addition

of slip surfaces corresponding to the third direction. A 5.77 m/s jet of air, exiting through a

0:0127 0:0127 m2 square opening in the middle of the bottom plate, initiates bubble formation. Fig. 9

presents snapshots of solids void fraction along constant X, Y, and Z planes at different times after jet

injection. As before, the initial response is the formation of a gas bubble which subsequently grows, then

collapses near the end of the bed (Figs. 9(a) and (b)). After each subsequent bubble event, solids are en-
trained into the region occupied by the bubble, pinching off the jet and leading to the formation of a pe-

riodic sequence of smaller bubbles that eventually pass through the bed surface (Figs. 9(c) and (d)). As in

the two-dimensional case, a spouting behavior is observed at later times (Figs. 9(d)–(f)). The LDFSS

scheme, combined with the Van Leer limiter, captures the different stages of three-dimensional bubble

formation with good resolution of gas–solid interfaces.

6.2.2. Gas–solid flow in the riser section of a circulating fluidized bed

The last test case corresponds to an experiment of Van den Moortel et al. [22] involving gas–solid flow

within the riser section of a circulating fluidized bed. Prior computational results for this case have been

presented by Zhang and VanderHeyden [8] using a similar hydrodynamics model and an Arbitrary La-

grangian/Eulerian (ALE) numerical method. The geometry is adapted from Zhang and VanderHeyden [8]

and consists of an H ¼ 2 m vertical riser with a 0:2 0:2 m2 cross-sectional area. The cross-sectional area is

linearly shrunk to 0:1 0:1 m2 above 1.8 m. The calculation is initialized with 3% solids voidage, uniformly

distributed within the riser. Other parameters are chosen as follows: dp (particle diameter)¼ 120 lm,
qs ¼ 2400 kg=m3, qg ¼ 1:200 kg=m3, l ¼ 18 10�6 kg/(m s), p1 ¼ 101000 Pa. As the iteration progresses,
the solids mass flow rate calculated at the outflow is imposed at a vertical inflow plane (0:2 0:05 m2) at the
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bottom of the riser, thus simulating the recycling of the solids. After an initial period of time, the time-

dependent solution reaches a statistically stationary state, characterized by a constant time-averaged solids

mass flow rate. Fig. 10 shows snapshots of the logarithm of the solids void fraction during the start up

period and after the system reaches a statistically steady state. The key features of the flowfield are elon-
gated mesoscale structures containing higher solids concentrations. As expected, the solids voidage is

highest near the bottom of the riser and near the walls, though a distinct core-annulus structure is not

present. The LDFSS scheme (with Uref ;g ¼ Uref;s ¼ 15 m/s) is clearly capable of capturing the fine-scale

features of this complex flowfield. Fig. 11 compares the time-averaged solids mass flux obtained at different

superficial gas velocities with experimental data. This quantity is obtained by dividing the time-averaged

solids mass flow rate by the riser cross-sectional area. Good agreement with the experimental mass flux data

is evidenced for the calculations performed with the Van Leer limiter. Results from calculations performed

Fig. 9. Snapshots of solids voidage in simulation of three-dimensional fluidized bed.
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using the more dissipative minmod limiter display a consistent overprediction of the solids mass flux. Figs.

12 and 13 compare average solids vertical velocity at z=H ¼ 0:5 and z=H ¼ 0:6 with experimental data and
predictions of Zhang and VanderHeyden [8]. The averages are computed as in [8], with

Fig. 10. Snapshots of solids voidage in simulation of three-dimensional circulating fluidized bed.

Fig. 11. Average mass flux at statistical steady state.
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hasii;j;k ¼
XN
n¼1

ðasÞni;j;k; ð44Þ

husii;j;k ¼
PN

n¼1ðasusÞ
n
i;j;k

hasii;j;k
: ð45Þ

Computational predictions for vertical velocity are similar toward the middle of the riser but deviate near

the boundary. This deviation may result in part from the fact that in the present calculation, solids are

Fig. 12. Average solids vertical velocity at z=H ¼ 0:5.

Fig. 13. Average solids vertical velocity at z=H ¼ 0:6.
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injected through a small slot on the side wall as in the experiment, whereas in Zhang and VanderHeyden [8],

solids are uniformly injected at the bottom of the riser. Agreement with averaged experimental vertical

velocity data is only fair, but as noted in [22], standard deviations of the particle axial velocities are con-

sistently of the order of the mean velocities, meaning that the concept of a velocity decomposition into

mean and fluctuating components is questionable in itself. Further validation through simulations of other

circulating fluidized bed flowfields may thus be required to quantify the accuracy of the present method.

7. Conclusions

A new approach for simulating dense gas–solid flows has been presented. The approach combines an

artificial compressibility/preconditioning strategy for a particular two-phase flow model with extensions of

the LDFSS and AUSM+ upwinding techniques. Simulations of bubble formation within a minimally

fluidized bed have been conducted to illustrate different facets of the developed schemes. It is shown that the

choice of reference velocity and the scaling of the solids sound speed both have marked effects on the ability

of the schemes to capture the response of the bubbly bed properly. Values of the reference velocity of the
order of the minimum fluidization velocity seem to promote more rounded bubble shapes, as do lower

values of the solids sound speed scaling factor. As expected, higher-order simulations using the Van Leer

and Superbee limiters provide a much more physically consistent response, and, somewhat surprisingly, the

choice of reference density also impacts the quality of the simulations. Differences between LDFSS and

AUSM+ predictions are found to be relatively minor. Three-dimensional simulations of bubble formation

in a fluidized bed and hydrodynamics of a circulating fluidized bed have been presented to illustrate further

the ability of the proposed techniques to capture complex gas–solid flowfields.

While somewhat specialized to a particular application in this work, many of the ideas presented herein
should be directly extendible to other applications of low-diffusion upwinding techniques. More specifically,

a new form of the pressure flux splitting has been developed that overcomes many of the scaling and

consistency problems of earlier efforts, more self-consistent forms for adding pressure diffusion to the mass

flux have been developed, and the concept of a ‘‘numerical sound speed’’ in enabling general low-Mach

calculations has been extended to two-phase flows. These developments bring us one step closer to a

unified, well-structured flux-splitting approach capable of handling gas-dynamic, real-fluid, and multi-

phase flows with equal ease.
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